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[bookmark: OLE_LINK7]Abstract: Hybrid measurement state estimation of WAMS data and the SCADA system is an effective method to improve the traditional state estimation. However, as the WAMS data and the SCADA data belong to different systems, there are great differences between them. To solve this problem, WAMS/SCADA data fusion method based on the correlation mining of time-series data is proposed in this paper. Firstly, WAMS/SCADA correlation estimation is done with the derivation of Pearson correlation coefficient., and then, solving the function model for the time difference issue and the alignment problem of correlation curves. After that, analyzing the measurement precision by considering the measurement weight and calculate the matrix of time series data weight to complete the optimization for the measurement precision. Finally, form the effective fusion scheme based on the correlation of timing data. Simulation results on the IEEE 118 nodes system, with set a comparison of different hybrid measurement state estimation and different state estimation algorithm, effectiveness and stability of the proposed method has been proved.
Keywords: Time-series data; Correlation mining; WAMS/SCADA data fusion.
1 Introduction
With the Power Grid becoming smarter and more integrative, real-time data transmission and analysis in Power Grid is much more important. SCADA plays an important role in traditional power system analysis for a long time [1]. As the WAMS proposed and perfected, it can provide a new method of monitoring and analyzing of Power Grid. Taking no account of time delay, the WAMS is able to monitor measurement data of the whole Power Grid and provide unprecedented data stream to keep the Power Grid safe and stable [2-5]. However, it is difficult to analyze measurement data, make decisions and become a single reliable system source within a short time because of the inadequacy of deployment of WAMS and high-speed data sources. Therefore, hybrid measurement data of SCADA and WAMS based on response is an important on-line method to estimate and analyze the Power Grid.
Because of the differences between WAMS and SCADA’s technology platform, they are different in component, precision, transmission time delay and refresh rate. At present, Researches mainly focus on building the correlation constraint between the WAMS and the SCADA and hybrid measurement state estimation by nonlinearity state estimation or OLS, or simply improving PMU measurement precision [6]. This method faces trade-offs with measurement data to reduce differences and enhance precision, which ignores the integrity of data largely and can make good use of the WAMS/SCADA data.
[bookmark: OLE_LINK8]Therefore, by the method based on time-series data correlation mining to evaluate correlation of data, the WAMS/SCADA data fuses according to its correlation to make the best use of data after curve registration or curve alignment [7]. The method based on time-series data correlation mining has been applied in many research field of subjects. For example, it can study stream flows, temperature and precipitation when predicting flood disaster to improve precision. It can also propose advice on inflation and economic trend by analyzing CPI and GDP. What’s more, it is able to locate the earthquake and earthquake scale according to wave sequence in different places. The object of time-series data correlation analysis is heterogeneous data which is from different sources or different property. For example, the WAMS/SCADA data in this paper should be evaluated its correlation before regression analysis [8].
WAMS/SCADA data fusion method based on time-series data correlation mining is proposed in this paper. The method firstly determines the correlation coefficient and evaluates its own correlation. Then solv the function model by time-series data curve alignment. Finally completing blended data fusion.
1.1 WAMS/SCADA Correlation Evaluation
1.1.1 Correlation Coefficient Derivation
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]WAMS data and SCADA data are stable between two short periods. Before determining correlation coefficient, the upper and lower limit of correlation coefficient is needed. Pearson correlation coefficient proposed in this paper is widely used in weighing sequence correlation.
Assume that there are two correspondent groups of heterogeneous data: 

                      (1)

Accord with: 
Then correlation coefficient of sample is: 

                 (2)




 is the average of sample ,is the average of sample 


When , simply getting the probability density function of . After transferring, getting asymptotic distribution: 
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From formula (4),  is monotonic increasing function, its upper and lower limit of correlation coefficient is: 

When : 

           (4)

When : 

           (5)
1.1.2 Determination of WAMS/SCADA Correlation Coefficient
According to the derivation of upper and lower limit of correlation coefficient, WAMS/SCADA correlation coefficient can be showed with: 

                (6)







In last formula,  is the correlation coefficient of WAMS measurement data  and SCADA measurement data .  is the initial moment of measurement data in some period.  is the cut-off moment of measurement data in some period.  is average of SCADA measurement sample.  is average of WAMS measurement sample.
Then gett the cross covariance function of WAAMS/SCADA measurement data: 

                (7)
1.2 Method of Correlation Determination
To describe the correlation characteristic of sequence, firstly giving the definition of time-lag series. Assume that there are two groups of time-series data: 

                   (8)
Defining the following sequence is the time difference series: 

               (9)

              (10)


Therefore, it is able to determine time-series data correlation of time difference sequence now.


 is a series of correlation coefficient vector, which is combined with the correlation coefficient of WAMS/SCADA measurement data according to sequential permutation. When WAMS/SCADA’s initial moments  is synchronous, it is the most correlative moment.
2 Method of Time-series Data Curve Alignment
2.1 Curve Alignment Model Based on Correlation Coefficient
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Correlation coefficient of the WAMS/SCADA time-series data helps to evaluate itself correlation. If the series is correlative and existing time deviation, differences in timer shaft should be removed by curve alignment. As for heterogeneous data, non-dimensional criterion is needed to align curve alignment combined with heterogeneous data.
Pearson correlation coefficient is a non-dimensional way to describe the correlation or similarity between series. However, continuity function needs to be described by inner product. Completing curve alignment of heterogeneous data by building the following function: 



               (11)

 is the function after aligning.
2.2 Solving Model
References [9-11] use EM algorithm to solve the problem of curve alignment optimization. But when the dimension of parameters is much more, it is difficult to get a satisfied solution. To solving the problem, objective function in this paper is used as expectation of likelihood function in EM algorithm and Generalized Expectation Maximization (GEM) is used to solve the model [12-15].
Main steps are listed: 
1) Input WAMS/SCADA data in the same period.
2) 
Initialize time difference vector  , and get the permitted errors of iteration.
3) Make time-series data become functions, function models can reference formula (13)
4) Get time difference vectors by General expectation maximization.
5) Redo step 3) and step 4) until convergence.
3 WAMS/SCADA Correlation Data Fusion
By derivation of correlation coefficient and curve alignment of WAMS/SCADA data, most of time-series data has been disposed, but the weight of time-series data depends on measurement precision [16]. The WAMS/SCADA hybrid measurement state estimation precision depends on device measurement precision and time synchronism of hybrid measurement data: 

                           (12)



 is global error of measurement data.  is the error caused by time synchronism.  is the error from system.

The error  caused by synchronism is: 

                           (13)


 is the gradient of measurement data. And  is the deviation between measurement moment and hybrid measurement data synchronism moment.


With knowing the system error, global error can be gotten by solving the deviation between measurement moment and hybrid measurement data synchronism moment to work out the precision of mixed measured state estimation [17-19]. WAMS data has better time scale characteristics. Thus,  is gotten by comparing WAMS time scale with the most correlative moment [20, 21]. Every measurement data has its own time delay , which has the following probability density: 

                   (14)



[bookmark: OLE_LINK6][bookmark: OLE_LINK5]is variance of . is hybrid measurement data synchronism moment.
During precise calculation, errors of devices and time synchronism have no effect on each other [22-24]. So the variance of global error can be described with: 

                         (15)
4 Simulation Case
4.1 Simulation System and Estimation Indexes
In this paper, the following indexes are used to evaluate: 

                      (16)

                        (17)
Formula (19) shows correlation fusion of time-series data on moment k. Formula (20) shows correlation fusion of time-series data during the whole time.






 is true value of measurement  on moment  in sequence.  is estimated value of measurement  on moment  in sequence. N is dimension of measurement vectors. M is the number of measurement.
Case system use IEEE118 node bus system showed in Fig. 1. The SCADA measurement data used in case contains all active power and reactive power between lines in power system and all voltage amplitudes. The measurement data measures up Gaussian distribution. Its standard deviation is 0.02 and error mean is 0. PMU are equipped in Bus 2, 5, 8, 11 and 14. PMU contains bus voltage vectors and all outlet current vectors. The amplitude measurement measures up Gaussian distribution. Its standard deviation is 0.005 and error mean is 0. Phase angle measurement also measures up Gaussian distribution. Its standard deviation is 0.002 and error mean is 0.
[image: ]
Fig. 1. IEEE 118 nodes system
4.2 Data Fusion Simulation Experiment
There are three cases in the simulation. They all experience stabilization period, disturbance period and returning stabilization period.
Case 1: Only use SCADA data to estimate state.
Case 2: Estimate state without WAMS/SCADA data
Case 3: Estimate state after WAMS/SCADA data fusion

The final results are showed with estimated standard deviation after state estimation. Case 3 use the correlation coefficient in some period to make that  is the datum. When they are not synchronous, the differences of data’s stabilization will be removed by solving curve alignment function.
The simulation result is showed as Fig. 2: 


Fig. 2. Data fusion simulation results
From the figure, firstly, simulation data’s precision is terrible and curve fluctuates when simply using SCADA data to estimate state. In Case 2, although state estimation can keep satisfied precision in stabilization period, the curve fluctuates when disturbing. In Case 3, state estimation keep satisfied precision both in stabilization period and disturbance period after correlation fusion. State estimation has been improved after time-series data correlation fusion.
Table 1. Different measurement measuring mixed state estimation results
	Measurement time difference/s
	1
	0.9
	0.8
	0.7
	0.6

	CASE 1ρ/10-2
	8.98
	8.89
	8.61
	8.34
	7.99

	CASE 2ρ/10-2
	4.27
	4.27
	4.27
	4.27
	4.27

	Measurement time difference /s
	0.5
	0.4
	0.3
	0.2
	0.1

	CASE 2ρ/10-2
	7.73
	7.52
	7.14
	6.73
	6.25

	CASE 3ρ/10-2
	4.26
	4.27
	4.27
	4.26
	[bookmark: OLE_LINK27]4.27


From Table 1, estimation precision declines when time difference of the WAMS/SCADA measurement data increases. However, in Case 3, estimation precision almost keeps invariable and data keeps stable. 
4.3 Comparison Among Cases
Two types of hybrid measurement estimation algorithm are listed to compare with the algorithm in the paper: 
Case 1: Based on nonlinear state estimation.
Case 2: Based on nonlinear and linear state estimation.
Case 3: Based on time-series data correlation data fusion state estimation.
The final results are described with estimated standard deviation in three cases.
The results are showed as Fig. 3.


Fig. 3. More comparison algorithm simulation results
From the results, although the stability of using single nonlinear state estimation is good, precision is lower than the other two cases. Using mixed state estimation has improved a lot, but its stability is not as good as Case 3.
Table 2. Three kinds of simulation examples estimated standard deviation
	BUS
	CASE 1
	CASE 2
	CASE 3

	
	Standard estimate difference /10-3
	Standard estimate difference /10-3
	Standard estimate difference /10-3

	1
	0.8020
	0.5545
	0.5512

	2
	1.0026
	0.6975
	0.6975

	3
	0.9163
	0.6308
	0.6324

	4
	0.9441
	0.6200
	0.6205

	5
	0.8511
	0.5644
	0.5645

	6
	0.8806
	0.6300
	0.6267

	7
	0.9507
	0.6835
	0.6801

	8
	1.0514
	0.6665
	0.6612

	9
	0.8672
	0.6520
	0.6555

	10
	0.9535
	0.6490
	0.6501

	11
	0.9144
	0.5795
	0.5880

	12
	0.8738
	0.5961
	0.5961

	13
	0.8441
	0.5660
	0.5643

	14
	0.8863
	0.5205
	0.5201


From table 2, it can be seen that data fusion based on time-series data correlation mining has better effective estimation than other traditional algorithm in stability or disturbance period.
5 Conclusion
Hybrid measurement data state estimation improves the state estimation which only uses SCADA data with WAMS data. However, there is not an effective scheme to solve the problem of state estimation based on WAMS/SACDA data. The scheme of time-series data correlation fusion is proposed in this paper: 
1) Pearson correlation coefficient function is introduced in this paper. Time-series WAMS/SCADA data correlation estimation is done by determining upper and lower limit and derivation of correlation coefficient. 
2) In the case of time difference of time-series curves, optimizing data is fused by building and solving model function.
3) Calculating the matrix of time-series data weight to complete an effective scheme based on time-series correlation by analyzing measurement data.
4) The results are verified by IEEE 118 nodes system. The stability has improved a lot than other schemes.
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